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Abstract. An edge cover of a graph is a set of edges in which each
vertex has at least one of its incident edges. The problem of counting
the number of edge covers is #P-complete and was shown to admit
a fully polynomial-time approximation scheme (FPTAS) recently [10].
Counting weighted edge covers is the problem of computing the sum of
the weights for all the edge covers, where the weight of each edge cover
is defined to be the product of the edge weights of all the edges in the
cover. The FPTAS in [10] cannot apply to general weighted counting for
edge covers, which was stated as an open question there. Such weighted
counting is generally interesting as for instance the weighted counting
independent sets (vertex covers) problem has been exhaustively studied
in both statistical physics and computer science. Weighted counting for
edge cover is especially interesting as it is closely related to counting
perfect matchings, which is a long-standing open question. In this paper,
we obtain an FPTAS for counting general weighted edge covers, and thus
solve an open question in [10]. Our algorithm also goes beyond that to
certain generalization of edge cover.

1 Introduction

An edge cover for an undirected graph G(V,E) is a set of edges C ⊆ E such
that for every v ∈ V , it holds that N(v)∩C �= ∅ where N(v) is the set of edges
incident to v. The problem of counting edge covers in an undirected graphs was
known to be #P-hard and was recently shown to admit a fully polynomial-time
approximation scheme (FPTAS)[10].

A natural generalization of the edge cover problem is to consider edge weights.
That is, we assign a positive real number λe for every edge e ∈ E and an edge
cover C is of weight wC �

∏
e∈C λe. Denote EC(G) the set of edge covers of G,

the problem of counting weighted edge covers is to compute

∑

C∈EC(G)

wC =
∑

C∈EC(G)

∏

e∈C

λe.

Such sum of product expression is usually called partition function in statistical
physics, or graph polynomial in combinatorics, which are of great interests. For
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example, if we replace the edge cover constraint with matching constraint, then
we get the well-known matching polynomial. If we replace the constraint with
vertex cover (or complementary independent set) constraint, and edge weights
with vertex weights, we get the problem of counting weighted independent sets,
which is also known as hard-core model in statistical physics. This problem is
extensively studied and a complete understanding was not available until very
recently [5,20,16,6,17]. There is a phase transition in terms of weights for the
computational complexity of the problem. In [10], Lin et al. asked whether the
problem of counting weighted edge covers also exhibits a phase transition in
terms of edge weights. In particular, the method in [10] can be extended to
that all edges are of uniform weight λ with λ ≥ 4

9 , but not further. We answer
the question by designing an FPTAS for counting weighted edge covers with
arbitrary edge weights, even if they are not uniform, provided that they are
constants.

In weighted edge covers, λe > 1 indicates that the edge e is preferred to be
chosen and it is preferred not if λe < 1. If all the edge weights are the same and
smaller than 1, then an edge cover with smaller cardinality contributes more in
the sum. As the uniform edge weight approach zero (exponentially small in terms
of the graph size), the weights from the minimum edge covers will dominate
all the other terms. Provided that the graph has a perfect matching, the set
of minimum edge covers is exactly the same as the set of perfect matchings.
Therefore when the edge weights are exponentially small in terms of the graph
size, the problem of counting weighted edge covers is essentially counting minimal
edge covers, which is even stronger than counting perfect matchings, for which
no polynomial-time approximation algorithm in general was known. It is widely
open whether one can design an FPTAS for counting perfect matchings or not.
But unfortunately, our FPTAS only works for constant edge weights, which is
not exponentially small in terms of the input size.

It is worth noting that there is a similar situation for counting weighted match-
ings (not necessarily perfect). There is a fully polynomial-time randomized ap-
proximation scheme (FPRAS) for constant edge weights based on Markov chain
Monte-Carlo method [7]. If one allows the weights go to infinity (exponentially
large in terms of the graph size), counting matching is essentially the same as
counting perfect matching provided that the graph has one since the contri-
bution from those perfect matchings will dominate the others. But the known
algorithm does not work for exponentially large weights either. In some sense,
the constraint of perfect matching is upper and lower bounded by the constraints
of edge cover and partial matching respectively. For both, we have approximate
algorithms, while the perfect matching problem is widely open. With our new
FPTAS for counting weighted edge covers, it is interesting to see that if we can
play with these upper and lower bounds simultaneously to get an algorithm for
counting perfect matchings. We remark that our algorithm for weighted edge
cover is deterministic while the general algorithm for counting matchings is ran-
domized and deterministic FPTAS is only known for graphs with bounded degree
even in the unweighted setting [1].
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We then consider another generalization of edge cover: We allow vertices stay
uncovered in a “cover” and each of these (uncovered) vertices v contributes a
weight (or penalty) μv ∈ [0, 1] to the weight of the cover. Formally, we have

Z(G) �
∑

σ∈{0,1}E

∏

e∈E

λσ(e)
e

∏

v∈V

μδ(σ,v)
v ,

where δ(σ, v) is defined to be

δ(σ, v) =

{
0, if σ(e) = 1 for some e incident to v
1, otherwise.

This is similar to allowing omissible vertices for perfect matching [18]. The
original edge cover is equivalent to the case that μv = 0 for every v ∈ V . Our
FPTAS can also be generalized to this generalization of weighted edge cover.
Indeed, we shall state our theorem, algorithm and proof for this generalization
directly and the ordinary weighted edge cover follows as a special case. Formally,
we have the following main result.

Theorem 1. For any constant λ > 0, there is an FPTAS to approximate Z(G)
for graphs G(V,E) with edge weights λe ≥ λ for every edge e ∈ E and vertex
weights μv ∈ [0, 1] for every v ∈ V .

1.1 Related Works

Counting edge covers was previously studied in [2] where a Markov chain Monte-
Carlo based algorithm was given for 3-regular graphs. Later in [10], an FPTAS
for general graphs was proposed.

Our technique for designing FPTAS is the correlation decay method. The
technique was proved to be very powerful in obtaining FPTAS for counting
problems, some notable examples include [1,20,14,9,11,15,12]. An crucial ingre-
dient of our analysis is the use of potential function (or called message in some
literature) to amortize error propagated [13,8,14,9,15,11].

The problem of counting (perfect) matching, edge cover and our generaliza-
tion with vertex weights can be uniformly treated in the framework of Holant
problems [19,3,4].

2 Preliminaries

2.1 Dangling Edge

Following [10], we introduce dangling edges into our graph to simplify the de-
scription of our algorithm and proofs.

Definition 2. A dangling edge e = (u, ) in a graph G(V,E) is such an edge
with exactly one end point u ∈ V .

A free edge e = ( , ) is an edge with no end points.
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Fig. 1. Breaking up a normal edge into two dangling edges

A graph with two dangling edges e1, e2 is depicted in Figure 1b.
It is natural to generalize Z(G) to graphs with dangling edges. For a graph

G = (V,E), an edge e = (u, v) ∈ E and a vertex u ∈ V , define

G− e �(V,E − e)

e− u �( , v) (note that here v could be )

G− u �(V − u,

{e | e ∈ E, e is not incident with u}
∪ {e− u | e ∈ E, e is incident with u})

The definition ofG−u indicates that all edges incident to u in G become dangling
in G− u.

2.2 Approximate Counting from Estimation of Marginal
Probabilities

The definition of the partition function naturally induces a Gibbs measure on all
configurations over E. From this joint distribution, we can also define marginal
probability for a (dangling) edge e. For c ∈ {0, 1}, we define

Ze=c(G) �
∑

σ∈{0,1}E

σ(e)=c

∏

v∈V

μδ(σ,v)
v

∏

e∈E

λσ(e)
e

The marginal probability that e is chosen (σ(e) = 1) or not (σ(e) = 0) can be
expressed as

PG (e = 0) � Ze=0(G)

Z(G)
, PG (e = 1) � Ze=1(G)

Z(G)
.

It is a standard routine to approximate the partition function Z(G) if the
marginal probability can be well-estimated.
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Proposition 3. There is an FPTAS for approximating the partition function of
weighted edge cover provided an oracle O to estimate PG (e = 1) where G(V,E)
is an arbitrary graph with (dangling) edge e. O takes input G, e, ε > 0 and is
required to satisfy

1. O outputs an estimate p̂ within time polynomial in |G| and 1/ε;

2. exp(−ε) · p̂ ≤ PG (e = 1) ≤ exp(ε) · p̂.

Proof. Let G(V,E) be a graph and we now give an algorithm to estimate Z(G)

with the help of the oracle. Let σ ∈ {0, 1}E be the configuration that σ(e) = 1
for every e ∈ E. Then

PG (σ) =
ωσ

Z(G)

where wσ is the weight of configuration σ and it is easily computable. Thus in
order to compute Z(G), it is sufficient to estimate PG (σ).

We fix an arbitrary order of edges in E, i.e., E = {e1, . . . , em} in which
ei = (ui, vi) for every 1 ≤ i ≤ m. Then

PG (σ) = PG

(
m∧

i=1

σ(ei) = 1

)

=
m∏

i=1

PG

⎛

⎝ei = 1

∣
∣
∣
∣
∣
∣

i−1∧

j=1

ej = 1

⎞

⎠ .

Define G1 � G, Gi � Gi−1 − ei−1 − ui−1 − vi−1, for 2 ≤ i ≤ m. We have

PG

(
ei = 1

∣
∣
∣
∧i−1

j=1 ej = 1
)
= PGi (ei = 1). For every 1 ≤ i ≤ m, we call the oracle

with input
(
Gi, ei,

ε
2|E|

)
. Let p̂i be the result of our i-th call, p̂ =

∏m
i p̂i and

Ẑ = ωσ

p̂ , then it holds that

exp(−ε) · Z(G) ≤ Ẑ ≤ exp(ε) · Z(G).

	


3 Approximation for Marginal Probabilities

In this section, we prove Theorem 1. By Proposition 3, we only need to estimate
the marginal probabilities as following:

Lemma 4. Let G(V,E) be an instance of weighted edge cover with an edge e,
and vertex weight μv ≤ 1, there is an algorithm A that efficiently approximates
PG (e = 1). More precisely, A takes as input G, e, ε > 0 and the following holds:

1. A outputs an estimate p̂ within time polynomial in |G| and 1/ε;

2. exp(−ε) · p̂ ≤ PG (e = 1) ≤ exp(ε) · p̂.

The lemma together with Proposition 3 implies Theorem 1.
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3.1 Computational Tree Recursion and the Algorithm

We use computational tree recursion to compute PG (e = 0), a good estimate of
which is also a good estimate of PG (e = 1). We express PG (e = 0) as a function
of marginal probabilities on smaller instances.

Free Edge. If e is a free edge, then PG (e = 0) = 1
1+λe

.

Normal Edge. Assume e = (u, v), we define a recursion to compute RG(e) �
PG(e=1)
PG(e=0) . Then PG (e = 0) = 1

1+RG(e) .

To this end, we replace e = (u, v) with dangling edges e1 = (u, ) and e2 =
(v, ). Denote this new graph by G′(V ′, E′), as depicted in Figure 1a and 1b.

We further let G1 � G′ − e2, G2 � G′ − e1 − u. It holds that

RG(e) =
PG′ (e1 = 1, e2 = 1)

PG′ (e1 = 0, e2 = 0)

=
PG′ (e1 = 1, e2 = 0)

PG′ (e1 = 0, e2 = 0)
· PG′ (e1 = 1, e2 = 1)

PG′ (e1 = 1, e2 = 0)

=
PG1 (e1 = 1)

PG1 (e1 = 0)
· PG2 (e2 = 1)

PG2 (e2 = 0)

= RG1(e1) ·RG2(e2).

This directly gives the recursion for PG (e = 0):

PG (e = 0) =
PG1 (e1 = 0)PG2 (e2 = 0)

1− PG1 (e1 = 0)− PG2 (e2 = 0) + 2PG1 (e1 = 0)PG2 (e2 = 0)
.

We remark that in the RHS of the recursion, both e1 and e2 are dangling edges
in G1 and G2 respectively.

Dangling Edge. Let e=(u, ) be the dangling edge. Denote Ê={ei | 1 ≤ i ≤ d}
the set of other edges incident to u. Let G′ � G− e− u as illustrated in Figure
2a and 2b.

Define a family of graphs {Gi}1≤i≤d obtained by removing edges in Ê con-

secutively: G1 � G′, Gi � Gi−1 − ei−1, for 2 ≤ i ≤ d.

��
��

��
��
�u

e

e1 e2

(a) G

� �
e1 e2

(b) G′

Fig. 2. Dangling edges examples
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Let α ∈ {0, 1}d be a configuration over Ê. We use Zα(G) to denote the sum
of weights over configurations of G whose restriction on Ê is consistent with α.
Formally we let

Zα(G) �
∑

σ∈{0,1}E

σ|Ê=α

∏

v∈V

μδ(σ,v)
v

∏

e∈E

λσ(e)
e .

Then by the definition of the marginal probability, we have

PG (e = 0) =
Ze=0(G)

Ze=0(G) + Ze=1(G)

=
μuZ0(G

′) +
∑

α∈{0,1}d,α�=0 Zα(G
′)

(μu + λe)Z0(G′) + (1 + λe)
∑

α∈{0,1}d,α�=0 Zα(G′)

=
Z(G′)− (1− μu)Z0(G

′)
(1 + λe)Z(G′)− (1− μu)Z0(G′)

=
1− (1− μu)

Z0(G
′)

Z(G′)

1 + λe − (1− μu)
Z0(G′)
Z(G′)

. (1)

The term Z0(G
′)

Z(G′) can be expressed as a product of probabilities:

Z0(G
′)

Z(G′)
= PG′

(
Ê = 0

)
=

d∏

i=1

PG′

⎛

⎝ei = 0

∣
∣
∣
∣
∣
∣

i−1∧

j=1

ej = 0

⎞

⎠ =

d∏

i=1

PGi (ei = 0) .

Plugging this into (1), we obtain

PG (e = 0) =
1− (1− μu)

∏d
i=1 PGi (ei = 0)

1 + λe − (1− μu)
∏d

i=1 PGi (ei = 0)
.

We remark the if e is the only incident edge to u (i.e. d = 0), we have
PG (e = 0) = μu

λe+μu
, which is consistent with the above recursion if we take

the convention that an empty product is 1. We also note that every edge ei in
the RHS is a dangling or free edge of Gi.

The above recursion gives a computation tree to compute PG (e = 0). We
truncate it get our Algorithm 1 to estimate PG (e = 0).

3.2 Analysis of Correlation Decay

We recall that λe ≥ λ for a constant λ > 0. We show that Algorithm 1 is a
good estimator for PG (e = 0). Formally, denote P

�
G (e = 0) � compute (�, G, e),

we prove

Lemma 5. For every � ≥ 0,
∣
∣P�

G (e = 0)− PG (e = 0)
∣
∣ ≤ α · (1 + λ)−�/2.

where α � 1
4 ln

(
1 + 1

λ

) ·max
{
1, 2(1+λ)3

λ4

}
.
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Algorithm 1. Estimating PG (e = 0)

function compute(�, G, e) :

input : Recursion depth �; Graph G(V,E) with edge e
output: An estimate of PG (e = 0)
begin

if � ≤ 0 then
return 1

1+λe
;

else if e is a free edge then
return 1

1+λe
;

else if e is a dangling edge then
�′ ← �− � d+1

2
�;

return
1−(1−μu)

∏d
i=1 compute(�′ ,Gi,ei)

1+λe−(1−μu)
∏

d
i=1 compute(�′ ,Gi,ei)

;

else // e is a normal edge
X ← compute (�, G1, e1);
Y ← compute (�, G2, e2);

return XY
1−X−Y +2XY

;

In order to establish this lemma, we first prove two auxiliary lemmas. Lemma
7 deals with the recursion for dangling edges and Lemma 8 provides a universal
bound for marginal probabilities we estimate.

A powerful technique to prove the correlation decay property for a recursion
system is to use potential function to amortize the error propagated.

Let f : Dd → R be a d-ary function where D ⊆ R and φ : R → R is an
increasing differentiable continuous function. Denote Φ(x) � φ′(x) and fφ(x) �
φ(f(φ−1(x1), . . . , φ

−1(xd))). The following proposition is a consequence of mean
value theorem:

Proposition 6. For every x = (x1, . . . , xd), x̂ = (x̂1, . . . , x̂d) ∈ Dd, it holds
that

1. |f(x)− f(x̂)| = 1
|Φ(x̃)| · |φ(f(x))− φ(f(x̂))| for some x̃ ∈ D;

2. Assume xi = f(xi) and x̂i = f(x̂i) for all 1 ≤ i ≤ d, then

|φ(f(x))− φ(f(x̂))| ≤ ∥∥∇fφ(x̃)
∥
∥
1
· max
1≤i≤d

|φ(f(xi))− φ(f(x̂i))|

for some x̃ ∈ Dd.

The proof is standard, one can find it in, e.g. [15].
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Lemma 7. Let x = (x1, . . . , xd), x̂ = (x̂1, . . . , x̂d) ∈
(
0, 1

1+λ

]d
for some λ > 0.

For every λ̂ > 0 and 0 ≤ μ̂ ≤ 1, define

fλ̂,μ̂(x) �
1− (1− μ̂)

∏d
i=1 xi

1 + λ̂− (1− μ̂)
∏d

i=1 xi

;

Φ(x) � 1

x(1 − x)
;

φ(x) �
∫

Φ(x) dx = ln

(
x

1− x

)

;

fφ

λ̂,μ̂
(x) � φ(fλ̂,μ̂(φ

−1(x1), . . . , φ
−1(xd))).

Assume xi = fλi,μi(zi), x̂i = fλi,μi(ẑi) for all 1 ≤ i ≤ d. Then

1. fλ̂,μ̂(x) ≤ 1

1+λ̂
.

2.
∣
∣
∣φ(fλ̂,μ̂(x))− φ(fλ̂,μ̂(x̂))

∣
∣
∣ ≤ (1 + λ)−

d+1
2 max1≤i≤d |φ(fλi,μi(zi))

−φ(fλi,μi(ẑi))|.
Proof. 1. fλ̂,μ̂(x) is monotonically decreasing with respect to each xi, thus

fλ̂,μ̂(x) ≤ fλ̂,μ̂(0) ≤ 1

1+λ̂
.

2. For every x ∈
(
0, 1

1+λ

]d
, it holds that

∥
∥
∥∇fφ

λ̂,μ̂
(x)

∥
∥
∥
1
= Φ(f

λ̂,μ̂
(x)) ·

d∑

i=1

∣
∣
∣
∣
∣
∣
∣

∂f
λ̂,μ̂

(x1,...,xd)

∂xi

Φ(xi)

∣
∣
∣
∣
∣
∣
∣

=

(

1 + λ̂− (1 − μ̂)
∏d

i=1 xi

)2

λ̂
(

1− (1 − μ̂)
∏d

i=1 xi

) · λ̂(1− μ̂)
∏d

i=1 xi
(

1 + λ̂− (1 − μ̂)
∏d

i=1 xi

)2
·

d∑

i=1

(1 − xi)

=
(1− μ̂)

∏d
i=1 xi

1− (1− μ̂)
∏d

i=1 xi

(

d−
d∑

i=1

xi

)

≤
∏d

i=1 xi

1−∏d
i=1 xi

(

d−
d∑

i=1

xi

)

.

Let y �
(∏d

i=1 xi

)1/d
and note that y ≤ 1

1+λ , we have

∥
∥
∥∇fφ

λ̂,μ̂
(x)
∥
∥
∥
1
≤ dyd(1− y)

1− yd
=

dyd
∑d−1

i=0 yi
≤ d
∑d

i=1(1 + λ)i
≤ (1 + λ)−

d+1
2 .

Then the lemma follows from Proposition 6. 	

Lemma 8. For an arbitrary G(V,E) with dangling edge e = (u, ) and � ≥ 0. It
holds that

P
�
G (e = 0) ,PG (e = 0) ≤ 1

1 + λe
≤ 1

1 + λ
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Proof. If e is a free edge, then the lemma naturally holds. Otherwise, the bound
follows from the first part of Lemma 7. 	


We are now ready to prove Lemma 5.

Proof (of Lemma 5).

– If e is a free edge, then
∣
∣P�

G (e = 0)− PG (e = 0)
∣
∣ = 0.

– If e = (u, ) is a dangling edge, recall that φ(x) = ln
(

x
1−x

)
, we first prove

that for every � (may be negative), it holds that

∣
∣φ
(
P
�
G (e = 0)

)− φ (PG (e = 0))
∣
∣ ≤ ln

(

1 +
1

λ

)

· (1 + λ)−L/2 (2)

where L � max {�, 0}.
Denote Ê � {e1, . . . , ed} the set of edges incident to e. If d = 0, we have
P
�
G (e = 0) = PG (e = 0). So we assume d ≥ 1 and apply induction on L. The

base case is that L = 0, which means � ≤ 0.
Then

∣
∣
∣φ

(
P
�
G (e = 0)

)
− φ (PG (e = 0))

∣
∣
∣ =

∣
∣
∣
∣
∣
φ

(
1

1 + λe

)

− φ

(
1 − (1 − μu)

∏d
i=1 xi

1 + λe − (1 − μu)
∏

d
i=1 xi

)∣
∣
∣
∣
∣

= ln

(
1

1 − (1 − μu)
∏

d
i=1 xi

)

where xi � PGi (ei = 0). It follows from Lemma 8 that for every 1 ≤ i ≤ d,
xi ≤ 1

1+λ , thus

∣
∣φ
(
P
�
G (e = 0)

)− φ (PG (e = 0))
∣
∣ ≤ − ln

(

1− 1

(1 + λ)d

)

≤ ln

(

1 +
1

λ

)

.

Now assume L = � > 0 and (2) holds for smaller L. Then the induction
hypothesis implies that

ε � max
1≤i≤d

∣
∣
∣φ
(
P
�′
Gi

(ei = 0)
)
− φ (PGi (ei = 0))

∣
∣
∣ ≤ ln

(

1 +
1

λ

)

(1 + λ)−L′/2

where L′ = max
{
0, �− 
d+1

2 �}.
Applying Proposition 6, Lemma 7 and Lemma 8, we obtain

∣
∣φ
(
P
�
G (e = 0)

)− φ (PG (e = 0))
∣
∣ ≤ (1 + λ)−

d+1
2 ε

≤ (1 + λ)−
d+1
2 · ln

(

1 +
1

λ

)

· (1 + λ)−L′/2

≤ ln

(

1 +
1

λ

)

· (1 + λ)−(L−� d+1
2 �+d+1)/2

≤ ln

(

1 +
1

λ

)

· (1 + λ)−L/2.
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Recall that Φ(x) = 1
x(1−x) ≥ 4 for x ∈ (0, 1). For all � ≥ 0, Proposition 6

and Lemma 8 together imply that

∣
∣P�

G (e = 0)− PG (e = 0)
∣
∣ ≤ 1

4
ln

(

1 +
1

λ

)

· (1 + λ)−L/2

=
1

4
ln

(

1 +
1

λ

)

· (1 + λ)−�/2.

– If e is a normal edge, the recursion in this case is only applied once and
we do not decrease �. Then the algorithm only deals with dangling edges.
Consider the recursion we defined in Section 3.1:

g(x, y) =
xy

1− x− y + 2xy
.

It holds that

‖∇g‖1 =
y(1− y) + x(1 − x)

(1− x− y + 2xy)
2 ≤ x+ y

(1 − x)2(1− y)2
≤ 2(1 + λ)3

λ4

whenever x, y ∈
(
0, 1

1+λ

]
. Thus we have

∣
∣P�

G (e = 0)− PG (e = 0)
∣
∣ ≤ 2(1 + λ)3

λ4
max

i∈{1,2}

∣
∣P�

Gi
(ei = 0)− PGi (ei = 0)

∣
∣

≤ (1 + λ)3

2λ4
ln

(

1 +
1

λ

)

· (1 + λ)−�/2.

	


3.3 Putting All Together

In this section, we prove Lemma 4. It follows from Lemma 5 and Lemma 8 that

(1)
∣
∣P�

G (e = 0)− PG (e = 0)
∣
∣ ≤ α · (1 + λ)−�/2 for some constant α; and

(2) P
�
G (e = 0) ,PG (e = 0) ≤ 1

1+λ < 1.

Choosing � = O(log 1
ε ) is sufficient to ensure

exp(−ε) · p̂ ≤ PG (e = 1) ≤ exp(ε) · p̂
where p̂ = 1− P

�
G (e = 0).

Now we bound the running time of Algorithm 1. Denote T (�) the running
time with recursion depth � and denote n the size of the graph. Since we only
branch into the case of normal edge once, the following recursion for the case of
dangling edge dominates the running time of our algorithm:

T (�) = d · T (�−Θ(d)) +O(n)

where d is the degree of the dangling edge in consideration. Solving the recursion
gives T (�) = O(n exp(�)). Taking � = O(log 1

ε ) concludes the proof.
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